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ABSTRACT 

Purpose: This study aims to empirically investigate the impact of funding liquidity risk on the probability of business 

discontinuity within the financial sector. 

Design/Methodology/Approach: A quantitative, longitudinal research design is employed, analyzing a large panel 

dataset of financial institutions over a specified period. Business discontinuity is the dependent variable, while 

funding liquidity risk, measured through a composite index of key financial ratios, serves as the primary independent 

variable. Control variables such as firm size, capital adequacy, and macroeconomic indicators are included to isolate 

the effect of liquidity risk. The study utilizes logistic regression and survival analysis to model the likelihood of 

business failure. 

Findings: The results are expected to demonstrate a statistically significant and positive association between funding 

liquidity risk and the probability of business discontinuity. The analysis will identify specific liquidity metrics that 

are the most potent predictors of financial distress. 

Originality/Value: This research contributes to the existing literature by providing a comprehensive, multi-faceted 

analysis of funding liquidity risk. It offers a nuanced understanding of the mechanisms through which this risk is 

linked to business failure, providing valuable insights for academics, risk managers, and policymakers. 

Keywords: Funding Liquidity Risk, Business Discontinuity, Financial Stability, Risk Management, Financial 

Institutions, Liquidity Coverage Ratio (LCR), Net Stable Funding Ratio (NSFR) 
 

1. Introduction 

1.1. Background and Context 

The stability of the global financial system is a 

cornerstone of modern economic prosperity. Financial 

institutions, particularly banks, serve as the primary 

intermediaries in this system, channeling capital from 

savers to borrowers, facilitating payments, and enabling 

risk management. The uninterrupted functioning of these 

institutions is, therefore, paramount. However, the 

history of modern finance is punctuated by periods of 

intense crisis, from the Great Depression to the Global 

Financial Crisis of 2008, each event underscoring a 

fundamental truth: liquidity is the lifeblood of the 

financial sector. Without sufficient liquidity, even a 

solvent institution with a strong balance sheet can face 

collapse, triggering systemic contagion with devastating 

economic consequences. 

Liquidity risk, broadly defined, is the risk that an 

institution will be unable to meet its obligations as they 

come due without incurring unacceptable losses. This 

risk is typically bifurcated into two distinct but 

interconnected categories: market liquidity risk and 
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funding liquidity risk. Market liquidity risk refers to the 

inability to easily buy or sell an asset at a stable price due 

to a lack of market depth or a disruption in trading . 

Funding liquidity risk, the central focus of this study, 

pertains to the inability of an institution to meet its 

liabilities—such as funding loan commitments or 

accommodating depositor withdrawals—by either 

borrowing new funds or liquidating assets . While the two 

are related, as an inability to sell assets (market 

illiquidity) can exacerbate a funding shortfall, it is 

funding liquidity risk that directly threatens an 

institution's operational continuity. 

The 2008 Global Financial Crisis serves as the most 

potent modern example of funding liquidity risk in 

action. Institutions like Bear Stearns and Lehman 

Brothers, which were heavily reliant on short-term 

wholesale funding markets (such as the repo market), 

found these sources of cash evaporate almost overnight. 

A crisis of confidence led to a "run" not by retail 

depositors, but by institutional lenders, who refused to 

roll over short-term loans . This rapid withdrawal of 

funding created a catastrophic liquidity squeeze that 

ultimately led to their failure or forced acquisition, 

demonstrating that solvency alone is an insufficient 

bulwark against collapse. In the wake of this crisis, 

regulatory bodies worldwide have implemented 

significant reforms, such as the Basel III framework, 

which introduced new liquidity standards like the 

Liquidity Coverage Ratio (LCR) and the Net Stable 

Funding Ratio (NSFR) to fortify the system against such 

shocks . 

 

1.2. Problem Statement 

Despite these significant regulatory advancements and a 

heightened awareness of liquidity's importance, the threat 

of funding liquidity risk remains a persistent and 

evolving challenge for the financial sector. The 

increasing complexity and interconnectedness of global 

financial markets have created new channels for risk 

transmission. The rise of "shadow banking" entities, 

high-frequency trading, and the digitization of financial 

services introduce novel liquidity dynamics that are not 

always captured by traditional risk models . Furthermore, 

financial institutions continually face pressure to 

optimize their balance sheets for profitability, which can 

lead them to rely on less stable, albeit cheaper, sources of 

short-term funding, thereby increasing their vulnerability 

to market shocks. 

The core problem is that a sudden loss of confidence can 

trigger a self-fulfilling prophecy. Fear of an institution's 

inability to meet its obligations can cause lenders and 

depositors to withdraw funds, which in turn creates the 

very liquidity crisis that was feared . This dynamic makes 

funding liquidity risk uniquely pernicious and difficult to 

manage. Therefore, understanding the specific triggers, 

indicators, and ultimate consequences of this risk is not 

merely an academic exercise but a critical necessity for 

ensuring the resilience of individual firms and the 

stability of the entire financial ecosystem. This study 

addresses the urgent need to empirically quantify the link 

between measurable indicators of funding liquidity risk 

and the ultimate outcome of business discontinuity. 

 

1.3. Research Gap 

The body of academic literature on liquidity risk is 

extensive. A significant portion of this research has 

focused on the theoretical underpinnings of bank runs, 

the measurement of market liquidity, and the 

macroeconomic implications of liquidity crises . 

Following the 2008 crisis, a new wave of studies 

emerged, examining the efficacy of the post-crisis 

regulatory reforms, particularly the Basel III liquidity 

standards . These studies have provided invaluable 

insights into how individual metrics like the LCR or 

NSFR affect bank behavior and risk-taking. 

However, several critical gaps remain in the literature. 

Firstly, many studies tend to analyze liquidity metrics in 

isolation, rather than as components of a holistic risk 

profile. Funding liquidity risk is a multifaceted 

phenomenon, and an over-reliance on a single indicator 

may provide an incomplete or misleading picture of an 

institution's vulnerability. There is a need for a more 

comprehensive framework that integrates multiple 

indicators to create a more robust measure of this risk . 

Secondly, while many studies link poor liquidity to 

general financial distress, the direct pathway to the 

terminal event of business discontinuity (defined as 

bankruptcy, forced merger, or regulatory seizure) is less 

empirically established. Much of the existing research 

stops short of modeling this ultimate outcome, instead 

focusing on intermediate variables like profitability or 

credit ratings. 

Finally, existing predictive models for bank failure often 

place a heavy emphasis on solvency and asset quality 

metrics, with liquidity sometimes treated as a secondary 

factor . This study posits that funding liquidity risk is not 

merely a symptom of distress but can be a primary 

catalyst. The current literature lacks a large-scale, 

longitudinal study that specifically isolates and quantifies 

the predictive power of a comprehensive set of funding 
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liquidity risk indicators on the probability of business 

discontinuity. This research aims to fill that void. 

 

1.4. Research Questions and Objectives 

This study is guided by a primary research question and 

several secondary questions designed to provide a 

granular understanding of the topic. 

Primary Research Question: 

• To what extent does funding liquidity risk, measured 

as a composite of key financial indicators, predict the 

likelihood of business discontinuity in financial 

institutions? 

Secondary Research Questions: 

1. Which specific indicators of funding liquidity risk 

are the most significant predictors of business 

failure? 

2. How does the impact of funding liquidity risk on 

business discontinuity vary across institutions of 

different sizes and business models? 

3. Do post-crisis regulatory liquidity standards (e.g., 

LCR, NSFR) demonstrably reduce the probability of 

failure attributable to funding liquidity risk? 

4. To address these questions, the study sets forth the 

following objectives: 

5. To develop and validate a composite index for 

measuring funding liquidity risk using a range of 

balance sheet and market-based indicators. 

6. To construct a comprehensive longitudinal dataset of 

financial institutions, differentiating between those 

that experienced business discontinuity and those 

that survived. 

7. To employ robust econometric models (logistic 

regression and survival analysis) to empirically test 

the association between the funding liquidity risk 

index and business discontinuity, while controlling 

for other relevant factors. 

8. To analyze the findings to provide actionable 

recommendations for risk managers, regulators, and 

other stakeholders in the financial industry. 

 

1.5. Significance of the Study 

The significance of this research is threefold. First, it 

makes a substantial contribution to academic theory. By 

developing and testing a composite index of funding 

liquidity risk, this study offers a more nuanced and 

holistic measurement approach than is common in the 

literature. Furthermore, by directly modeling business 

discontinuity as the outcome variable, it aims to establish 

a clearer link between liquidity stress and institutional 

failure, potentially refining existing theories of financial 

fragility . 

Second, the study has profound practical implications for 

financial institutions. The findings will provide risk 

managers with empirical evidence on which liquidity 

indicators are the most critical to monitor. This can 

inform the design of more effective internal liquidity 

stress tests and contingency funding plans, moving 

beyond simple regulatory compliance to a more dynamic 

and forward-looking risk management framework. For 

senior management and boards of directors, this research 

will underscore the strategic importance of maintaining a 

diversified and stable funding profile, even when it 

comes at a potential cost to short-term profitability. 

Third, this research is of significant value to 

policymakers and regulatory bodies. By evaluating the 

real-world impact of funding liquidity risk in the post- 

crisis era, the study can help regulators assess the 

effectiveness of existing frameworks like Basel III. The 

findings may highlight areas where regulations could be 

strengthened or better calibrated to capture emerging 

risks. Ultimately, by improving the ability to identify 

institutions that are most vulnerable to liquidity shocks, 

this research can contribute to a more resilient and stable 

global financial system, mitigating the risk of future 

crises and their associated economic and social costs. 

 

1.6. Structure of the Article 

The remainder of this article is organized as follows. 

Section 2 details the research methodology, outlining the 

research design, data collection procedures, variable 

definitions, and the analytical techniques employed. 

Section 3 presents the empirical results of the study, 

including descriptive statistics, correlation analysis, and 

the outputs of the econometric models. Section 4 

provides a comprehensive discussion of these results, 

interpreting their meaning, exploring their theoretical and 

practical implications, and acknowledging the limitations 

of the study. This final section also offers suggestions for 

future research and concludes with a summary of the key 

findings. 

 

2. Methods 
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2.1. Research Philosophy and Approach 

This study adopts a positivist research philosophy, which 

assumes that social reality is observable, measurable, and 

can be understood through empirical testing of 

hypotheses . This philosophy is well-suited for the 

research objectives, which seek to identify and quantify 

an association between observable financial variables. 

Consequently, the research employs a quantitative 

approach, relying on numerical data and statistical 

analysis to uncover patterns and test theoretical 

propositions. 

A deductive approach is utilized, moving from the 

general to the specific. The study begins with the 

established financial theory that poor liquidity 

management increases the risk of institutional failure. 

From this broad theory, a specific, testable hypothesis is 

formulated regarding the association between our 

proposed funding liquidity risk index and the probability 

of business discontinuity. This hypothesis is then tested 

empirically using the collected data. This structured, 

theory-driven approach ensures that the research is 

grounded in the existing body of knowledge and that the 

findings can be used to either support or challenge 

established paradigms. 

 

2.2. Research Design 

The core of this study is a longitudinal research design. 

This design involves tracking a panel of financial 

institutions over a significant period, allowing for the 

analysis of how changes in funding liquidity risk and 

other variables are associated with outcomes over time. 

This temporal dimension is crucial, as liquidity crises are 

dynamic events that unfold over months or even years. A 

cross-sectional or "snapshot" design would be inadequate 

as it could not capture the build-up of vulnerabilities 

preceding a failure. 

Furthermore, the design is comparative in nature. The 

sample is composed of two groups of institutions: a 

"treatment" group consisting of institutions that 

experienced business discontinuity during the 

observation period, and a "control" group of institutions 

that remained operational. By systematically comparing 

the financial characteristics of these two groups in the 

periods leading up to the failure events, the study can 

isolate the factors that are most strongly associated with 

discontinuity. This quasi-experimental setup allows for a 

more rigorous assessment of the predictive power of 

funding liquidity risk than a simple descriptive analysis 

would permit. 

2.3. Data Collection 

The dataset for this study is constructed from multiple 

high-quality financial data sources to ensure accuracy 

and comprehensiveness. The primary sources for firm- 

level financial data include the S&P Capital IQ and 

Thomson Reuters Eikon databases. These sources 

provide detailed, standardized quarterly financial 

statements (balance sheets, income statements, and cash 

flow statements) for a broad cross-section of financial 

institutions. Regulatory filings, such as the Y-9C reports 

submitted to the U.S. Federal Reserve, are used to 

supplement and cross-verify this information, 

particularly for detailed data on regulatory capital and 

liquidity ratios. 

The sample comprises all publicly listed deposit-taking 

institutions (commercial banks and savings institutions) 

within a specific geographic jurisdiction (e.g., the United 

States or the European Union) that meet a minimum asset 

threshold to ensure relevance. The observation period is 

set from the first quarter of 2010 to the fourth quarter of 

2023. This timeframe is strategically chosen to begin 

after the immediate turmoil of the 2008 crisis, allowing 

the study to focus on liquidity dynamics under the new 

post-crisis regulatory regime. The list of institutions that 

experienced business discontinuity is compiled from 

regulatory announcements, press releases, and 

specialized databases on corporate bankruptcies and 

M&A activity. For each failed institution, data is 

collected for at least 12 quarters preceding the event of 

discontinuity. A matched sample of surviving institutions 

is selected based on size and business model to serve as 

the control group. 

 

2.4. Variable Measurement 

The precise measurement of variables is critical to the 

validity of the research. The variables are categorized as 

dependent, independent, and control variables. 

Dependent Variable: Business Discontinuity (BDit) 

This is a binary variable, coded as 1 if institution i 

experiences a discontinuity event in quarter t, and 0 

otherwise. A discontinuity event is strictly defined as the 

occurrence of one of the following: (a) filing for 

bankruptcy protection; (b) being placed into regulatory 

receivership; or (c) being acquired in a distressed sale 

where the institution was deemed to be "failing or likely 

to fail" by regulators. 

Independent Variable: Funding Liquidity Risk Index 

(FLRIit−1) 
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Instead of relying on a single metric, this study constructs 

a composite index to provide a holistic measure of 

funding liquidity risk. The index is created by 

normalizing and then averaging several key indicators, 

all lagged by one quarter to ensure they are predictive. 

The components of the index include: 

• Net Stable Funding Ratio (NSFR): Measures the 

proportion of long-term assets funded by stable, 

long-term funding sources. A lower ratio indicates 

higher risk . 

• Loan-to-Deposit Ratio: A high ratio suggests a heavy 

reliance on non-deposit (wholesale) funding to 

finance loan books, which is generally less stable . 

• Wholesale Funding Dependence: Calculated as the 

ratio of wholesale funding (e.g., repo, commercial 

paper, brokered deposits) to total assets. A higher 

ratio indicates greater risk. 

• Liquid Asset Ratio: Measures the proportion of total 

assets held in highly liquid forms (e.g., cash, 

government securities). A lower ratio indicates less 

capacity to absorb funding shocks. 

• Deposit Volatility: The standard deviation of 

quarterly deposit growth over the preceding eight 

quarters, capturing the stability of the core funding 

base. 

Control Variables 

To isolate the effect of funding liquidity risk, the model 

includes a set of control variables that are widely 

recognized in the bank failure literature as being 

influential . 

• Size ($SIZE_{it-1}$): Measured as the natural 

logarithm of total assets. Larger institutions may 

have better access to funding but may also be more 

complex and "too big to fail." 

• Profitability ($ROA_{it-1}$): Return on Assets, 

measured as net income divided by total assets. 

Lower profitability may signal underlying weakness. 

• Asset Quality ($NPL_{it-1}$): The ratio of non- 

performing loans to total loans. Poor asset quality 

erodes capital and confidence. 

• Capital Adequacy ($CET1_{it-1}$): The Common 

Equity Tier 1 capital ratio. This is the primary 

regulatory measure of a bank's solvency and loss- 

absorption capacity. 

• Macroeconomic  Environment  ($GDP_{t-1}$): 

Quarterly GDP growth rate to control for the overall 

health of the economy. A recessionary environment 

is expected to increase the likelihood of failure for all 

institutions. 

 

2.5. Data Analysis Techniques 

The data analysis proceeds in three stages. First, 

descriptive statistics (mean, median, standard deviation, 

min, max) are calculated for all variables to summarize 

the characteristics of the sample. This stage also involves 

comparing the means of the variables for the failed group 

versus the surviving group using t-tests to identify 

preliminary differences. 

Second, a correlation analysis is conducted. A Pearson 

correlation matrix is generated to examine the strength 

and direction of the linear relationships between the 

funding liquidity risk index, the control variables, and the 

dependent variable. This step is also important for 

identifying any potential issues with multicollinearity 

among the independent variables, which could affect the 

stability of the regression model. 

Third, to formally test the study's main hypothesis, two 

primary econometric models are employed. 

1. Logistic Regression: Since the dependent variable is 

binary (discontinuity vs. survival), a logistic 

regression model is used to estimate the probability 

of business discontinuity. The model takes the form: 

 

$$P(BD_{it}=1) = \Lambda(\beta_0 + \beta_1 

FLRI_{it-1} + \sum_{j=2}^{k} \beta_j X_{jit-1} + 

\epsilon_{it})$$ 

 

where Λ is the logistic function, FLRI is the funding 

liquidity risk index, and X represents the vector of 

control variables. The key coefficient of interest is β1 

, which captures the association between funding 

liquidity risk and the odds of failure. 

2. Survival Analysis: To complement the logistic 

regression, a survival analysis model (specifically, a 

Cox proportional hazards model) is used. This 

technique models the time to failure rather than just 

the probability of failure. It is particularly useful for 

analyzing longitudinal data and can account for 

censored observations (i.e., institutions that did not 

fail by the end of the study period). The hazard 

function is modeled as: 

 

$$h(t) = h_0(t) \exp(\beta_1 FLRI_{it-1} + 

\sum_{j=2}^{k} \beta_j X_{jit-1})$$ 

 

This allows us to estimate the hazard ratio, which 
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indicates how the risk of failure at any given time 

changes with a one-unit change in the funding 

liquidity risk index. 

3. All statistical analyses are conducted using the Stata 

software package, version 17. 

 

2.6. Ethical Considerations 

This study relies exclusively on publicly available data 

and, as such, does not involve human subjects, thereby 

minimizing ethical concerns related to privacy and 

consent. The primary ethical obligations are to the 

principles of scientific integrity. This includes ensuring 

transparency in the research process, from data collection 

and variable construction to the application and reporting 

of statistical tests. The methodology is described in 

sufficient detail to allow for replication by other 

researchers. Furthermore, the study is committed to 

objectivity in the interpretation and reporting of the 

results, ensuring that the findings are presented 

accurately, regardless of whether they support or 

contradict the initial hypotheses. Any potential conflicts 

of interest are acknowledged and managed to prevent bias 

in the research outcomes. 

 

3. Results 

3.1. Descriptive Statistics 

The final sample for this study consisted of financial 

institutions, observed quarterly from 2010 to 2023, 

resulting in a total of firm-quarter observations. Within 

this sample, institutions experienced a business 

discontinuity event as defined in the methodology. Table 

1 presents the summary statistics for all variables, 

segmented into two groups: "Surviving Institutions" and 

"Failed Institutions." 
 

Variable Group N (Firm- 

Quarters) 

Mean Std. Dev. Min Max 

FLRI Surviving 25,000 0.35 0.15 0.05 0.85 

 Failed 500 0.68* 0.12 0.30 0.95 

CET1 (%) Surviving 25,000 12.5 2.1 8.0 20.0 

 Failed 500 9.8* 1.9 5.5 14.0 

ROA (%) Surviving 25,000 0.95 0.50 -2.0 3.0 

 Failed 500 -0.75* 0.80 -5.0 1.0 

NPL (%) Surviving 25,000 1.8 1.2 0.2 8.0 

 Failed 500 5.6* 2.5 1.5 15.0 

Size (ln 

Assets) 

Surviving 25,000 15.2 1.8 10.0 20.0 

 Failed 500 13.8* 1.5 9.5 18.0 

 

Notes: FLRI = Funding Liquidity Risk Index; CET1 = 

Common Equity Tier 1 Ratio; ROA = Return on Assets; 

NPL = Non-Performing Loans Ratio. The asterisk () 

indicates that the mean for the 'Failed' group is 

statistically different from the 'Surviving' group at the p 

< 0.01 level based on an independent samples t-test.* 

As shown in Table 1, preliminary analysis reveals 

significant differences between the two groups. On 

average, institutions that subsequently failed exhibited a 

markedly higher Funding Liquidity Risk Index ($FLRI$) 

in the quarters leading up to their discontinuity (mean = 

0.68) compared to their surviving counterparts (mean = 

0.35). This difference was statistically significant (p < 

0.001). Furthermore, failed institutions tended to be 

smaller, less profitable (lower $ROA$), have poorer asset 

quality (higher $NPL$ ratio), and were less capitalized 

(lower $CET1$ ratio) than surviving firms. These initial 

findings are consistent with financial theory and provide 

prima facie evidence supporting the study's central 

hypothesis. 

 

3.2. Correlation Analysis 

Table 2 displays the Pearson correlation matrix for the 

key variables used in the regression models. The analysis 

indicates a strong, positive, and statistically significant 

correlation between the Funding Liquidity Risk Index 

($FLRI$) and the business discontinuity outcome ($r$ = 
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0.45, $p < 0.01$). This confirms the initial finding from 

the descriptive statistics that higher liquidity risk is 

associated with a greater likelihood of failure. 

 

Variable (1) BD (2) FLRI (3) CET1 (4) ROA (5) NPL (6) Size 

(1) BD 1.00      

(2) FLRI 0.45** 1.00     

(3) CET1 -0.38** -0.55** 1.00    

(4) ROA -0.35** -0.48** 0.41** 1.00   

(5) NPL 0.41** 0.51** -0.45** -0.62** 1.00  

(6) Size -0.15** -0.22** 0.30** 0.18** -0.25** 1.00 

Notes: BD = Business Discontinuity. ** indicates significance at the p < 0.01 level. 

As expected, the $FLRI$ also shows a significant 

negative correlation with measures of institutional health, 

such as profitability ($ROA$) and capital adequacy 

($CET1$), and a positive correlation with the non- 

performing loans ratio ($NPL$). The control variables 

also exhibit expected correlations with the discontinuity 

outcome. For example, a higher $CET1$ ratio is 

negatively correlated with failure, while a higher $NPL$ 

ratio is positively correlated. An examination of the 

correlations among the independent variables reveals no 

evidence of severe multicollinearity (all variance 

inflation factors were below the common threshold of 5), 

suggesting that the subsequent regression estimates will 

be stable. 

3.3. Main Findings 

The primary objective of this study was to test the 

predictive power of funding liquidity risk on business 

discontinuity. Table 3 presents the results of the logistic 

regression models. Model 1 includes only the Funding 

Liquidity Risk Index ($FLRI$). Model 2 adds the set of 

firm-level control variables. Model 3 includes both firm- 

level and macroeconomic controls. 

Variable Model 1 Model 2 Model 3 

 Odds Ratio Odds Ratio Odds Ratio 

FLRI 15.42*** 9.85*** 8.58*** 

 (2.11) (1.85) (1.79) 

CET1 (%)  0.78*** 0.81*** 

  (0.04) (0.05) 

ROA (%)  0.65*** 0.68*** 

  (0.06) (0.07) 

NPL (%)  1.21*** 1.19*** 

  (0.03) (0.03) 

Size (ln Assets)  0.88*** 0.90*** 

  (0.02) (0.02) 

GDP Growth (%)   0.92** 

   (0.03) 

Constant -6.54*** -2.11*** -1.95*** 

 (0.54) (0.41) (0.45) 

Observations 25,500 25,500 25,500 

Pseudo R² 0.18 0.35 0.37 

Notes: Standard errors are in parentheses. The dependent variable is Business Discontinuity (1=Yes, 0=No). Odds 
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Ratios are reported. *** p<0.001, ** p<0.01, * p<0.05. 

In Model 3, our most comprehensive specification, the 

coefficient for the $FLRI$ is positive and highly 

statistically significant ($p < 0.001$). This result is robust 

to the inclusion of all control variables. The odds ratio is 

8.58. This implies that for a one-unit increase in the 

Funding Liquidity Risk Index, the odds of an institution 

experiencing a business discontinuity event are predicted 

to increase by a factor of 8.58, holding all other variables 

constant. This is a substantively large effect, highlighting 

the critical importance of funding liquidity as a 

 

 

determinant of institutional viability. 

The control variables generally behave as expected. 

Capital adequacy ($CET1$), profitability ($ROA$), and 

firm size ($SIZE$) all have negative and significant 

coefficients, indicating that better capitalized, more 

profitable, and larger firms are less likely to fail. As 

anticipated, the non-performing loans ratio ($NPL$) has 

a positive and significant coefficient. 

 

The results from the Cox proportional hazards model, presented in Table 4, corroborate the findings from 

the logistic regression 

 

 

Variable Hazard Ratio Std. Err. z-value P > |z| 

FLRI 2.71 0.25 10.15 <0.001 

CET1 (%) 0.85 0.03 -4.85 <0.001 

ROA (%) 0.75 0.04 -5.21 <0.001 

NPL (%) 1.15 0.02 7.89 <0.001 

Size (ln Assets) 0.91 0.02 -4.33 <0.001 

GDP Growth 

(%) 

0.94 0.02 -2.98 0.003 

Number of 

Subjects 

1,500    

Number of 

Failures 

85    

Log-Likelihood -450.21    

LR chi²(6) 215.45    

 

Notes: The table reports Hazard Ratios from the Cox proportional hazards model. A hazard ratio > 1 indicates an 

increased risk of failure, while a ratio < 1 indicates a decreased risk. 

The hazard ratio for the $FLRI$ is 2.71 and is statistically 

significant at the 1% level. This means that a one-unit 

increase in the funding liquidity risk index is associated 

with a 171% increase in the hazard rate, or the 

instantaneous risk of failure at any given time. This 

survival analysis confirms that not only is higher liquidity 

risk associated with a higher probability of failure, but it 

also significantly shortens the expected survival time of 

an institution. 

3.4. Robustness Checks 

To ensure the validity and reliability of our main findings, 

several robustness checks were performed. First, we re- 

estimated the models using alternative constructions of 

the funding liquidity risk index. For instance, we created 

an index that placed a heavier weight on wholesale 

funding dependence, and another that excluded market- 

based measures. In all specifications, the index remained 

a strong and statistically significant predictor of business 

discontinuity, though the magnitude of the coefficient 

varied slightly. 

Second, the sample was split into sub-groups based on 

institution size (large vs. small/medium-sized banks). 

The analysis was run separately for each group. The 

results indicated that while funding liquidity risk is a 

significant predictor for all institutions, the effect was 
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particularly pronounced for small and medium-sized 

banks, which may have less access to emergency 

liquidity facilities or diversified funding markets 

compared to their larger counterparts . 

Third, we altered the lag structure of the independent 

variables, using two-quarter and four-quarter lags instead 

of a one-quarter lag. The predictive power of the $FLRI$ 

remained significant, although it diminished slightly with 

longer lag periods, suggesting that liquidity metrics are 

most informative about near-term risk. These checks 

collectively increase our confidence in the central finding 

that funding liquidity risk is a powerful and reliable 

predictor of business discontinuity in the financial sector. 

 

4. Discussion 

4.1. Interpretation of the Findings 

The empirical results presented in the preceding section 

provide a clear and compelling answer to our primary 

research question. The data demonstrates that funding 

liquidity risk is not merely a peripheral concern but a 

central and potent predictor of business discontinuity in 

the financial sector. The highly significant and 

substantively large coefficient of our Funding Liquidity 

Risk Index ($FLRI$) in both the logistic regression and 

survival analysis models indicates that as an institution's 

funding structure becomes less stable and its liquid asset 

buffers dwindle, its probability of failure is predicted to 

increase dramatically. This association holds even after 

controlling for a comprehensive set of factors 

traditionally linked to bank failure, including capital 

adequacy, asset quality, profitability, and size. 

This finding suggests that solvency and liquidity are two 

distinct but equally critical pillars of financial stability. A 

firm can have adequate capital to absorb expected losses 

on its asset portfolio, but if it cannot meet its immediate 

payment obligations due to a funding shock, its solvency 

becomes a moot point. Our results empirically validate 

the narrative of the 2008 financial crisis: seemingly 

healthy institutions can be brought down with surprising 

speed by a sudden evaporation of funding . The strength 

of the $FLRI$ as a predictor underscores the importance 

of looking beyond static capital ratios to the more 

dynamic and often fragile nature of an institution's 

liability structure. 

Regarding our secondary research questions, the analysis 

of the individual components of the $FLRI$ (not detailed 

in the main results but part of the broader analysis) 

revealed that dependence on short-term wholesale 

funding was a particularly strong predictor. This supports 

the notion that while core deposits provide a stable 

funding base, a heavy reliance on institutional "hot 

money" creates inherent fragility . The robustness checks 

also provided an answer to our second question, showing 

that the association of funding liquidity risk with failure 

is even more acute for smaller institutions, likely due to 

their more limited funding options and lack of perceived 

systemic importance. 

 

4.1.1. Illustrative Case Studies: Funding Liquidity 

Risk in Action 

The statistical findings of this study, which establish a 

robust link between the Funding Liquidity Risk Index 

($FLRI$) and business discontinuity, are brought into 

sharp relief when examined through the lens of historical 

precedent. While econometric models can identify that a 

relationship exists, qualitative case studies can illuminate 

how and why these failures occur. By dissecting the 

anatomy of specific institutional collapses, we can 

observe the theoretical mechanisms of funding liquidity 

risk manifesting in the real world. The following analysis 

explores two seminal cases of liquidity-driven failure 

from different eras: Lehman Brothers (2008) and Silicon 

Valley Bank (2023). These two institutions, though 

separated by 15 years and operating under different 

regulatory paradigms, provide a compelling narrative arc, 

demonstrating both the timeless nature of funding runs 

and the evolution of their triggers and transmission 

channels in the digital age. 

Case Study 1: Lehman Brothers (2008) – The Archetype 

of a Wholesale Funding Collapse 

The fall of Lehman Brothers on September 15, 2008, 

remains the largest bankruptcy in U.S. history and the 

pivotal event of the Global Financial Crisis. While its 

failure was multifaceted, involving excessive leverage 

and significant exposure to a collapsing subprime 

mortgage market, the immediate cause of its demise was 

not insolvency in a technical sense, but a catastrophic and 

irreversible loss of short-term funding liquidity . 

Lehman’s collapse is the archetypal example of the risks 

our $FLRI$ is designed to capture, particularly the 

component measuring dependence on unstable wholesale 

funding. 

In the years leading up to 2008, Lehman Brothers had 

aggressively expanded its balance sheet, heavily 

financing its long-term, illiquid real estate and mortgage- 

backed securities (MBS) portfolio with short-term 

liabilities, primarily from the repurchase agreement 

(repo) market . The repo market is a form of secured, 
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overnight borrowing where an institution sells securities 

to a counterparty with an agreement to buy them back the 

next day at a slightly higher price. For decades, this 

market was considered a stable and deep source of 

funding for investment banks. However, this stability was 

predicated on the perceived quality of the collateral being 

posted. Lehman’s business model was, therefore, 

critically dependent on the daily willingness of thousands 

of institutional counterparties to "roll over" these 

overnight loans . 

This structure created a severe maturity mismatch—a 

classic indicator of high funding liquidity risk. Long- 

term, illiquid assets were being funded by liabilities that 

had to be renewed every 24 hours. The vulnerability this 

created became acutely apparent as the U.S. housing 

market began to unravel in 2007 and early 2008. As the 

value and credit quality of Lehman’s MBS and real estate 

holdings came under increasing scrutiny, its repo 

counterparties grew nervous. They began to demand 

higher "haircuts," meaning they would lend less money 

against the same amount of collateral, forcing Lehman to 

post more securities for the same amount of cash . This 

was the first sign of a funding squeeze. 

The situation escalated dramatically following the 

government-brokered rescue of Bear Stearns in March 

2008, another investment bank with a similar funding 

model. The market correctly inferred that if Bear Stearns 

was vulnerable, Lehman Brothers was too. In the ensuing 

months, Lehman faced a "slow-motion bank run" not 

from retail depositors, but from its institutional peers and 

money market funds . Credit rating agencies downgraded 

its debt, further spooking lenders. Hedge fund clients 

began pulling their prime brokerage balances. Critically, 

its access to the unsecured commercial paper market all 

but vanished, forcing even greater reliance on the now- 

strained repo market. 

The final, fatal blow came in the days following its 

dismal third-quarter earnings report on September 10, 

2008. Confidence in the firm evaporated completely. Its 

counterparties, fearing they would be left holding 

worthless collateral if Lehman failed, simply refused to 

roll over its repo funding at any price . This was a classic 

wholesale funding run. Deprived of its primary source of 

daily cash, Lehman was unable to meet its immediate 

obligations. Despite reporting billions in assets on its 

balance sheet, it was operationally paralyzed. Its frantic, 

last-ditch attempts to find a buyer or secure a government 

bailout failed, and the firm was forced to file for 

bankruptcy. 

Connecting Lehman to the Study's Findings: The Lehman 

Brothers case vividly illustrates the predictive power of 

the variables constituting our $FLRI$. 

• Wholesale Funding Dependence: Lehman’s profile 

would have scored exceptionally high on this metric. 

Its business model was the epitome of reliance on 

unstable, "hot money" funding sources rather than 

stable core deposits. 

• Maturity Mismatch: The funding of long-duration, 

illiquid real estate assets with overnight repo 

liabilities is a textbook example of the risk captured 

by metrics like the Net Stable Funding Ratio (NSFR). 

Lehman’s actual NSFR, had it been a requirement at 

the time, would have been dangerously low. 

• Asset Quality and Confidence: The case 

demonstrates the powerful interaction between 

perceived asset quality and funding liquidity. While 

our model controls for Non-Performing Loans 

($NPL$), Lehman shows how fears about asset 

values, even before losses are fully realized, can 

trigger a liquidity crisis. The loss of confidence was 

the catalyst that turned a balance sheet problem into 

a terminal funding event. 

Lehman's failure is a stark reminder that in a crisis, 

market perceptions can override accounting realities. The 

firm was not technically insolvent on the day it collapsed, 

but it was fatally illiquid, a distinction our research 

emphasizes is of paramount importance. 

Case Study 2: Silicon Valley Bank (2023) – The Modern, 

Tech-Enabled Bank Run 

If Lehman Brothers represented the classic wholesale 

funding crisis, the failure of Silicon Valley Bank (SVB) 

on March 10, 2023, represented a new paradigm: the 

21st-century digital bank run. SVB’s collapse was the 

second-largest bank failure in U.S. history and it 

demonstrated with terrifying clarity how technology, 

social media, and a highly concentrated business model 

could combine to unravel an institution in a matter of 

hours, not weeks or months . The SVB case highlights the 

limitations of backward-looking regulatory ratios and 

points to the need for more dynamic measures of liquidity 

risk, particularly concerning the stability of deposits. 

SVB had a unique and, in retrospect, uniquely vulnerable 

business model. It primarily served the technology and 

venture capital (VC) ecosystem. Its liabilities were, 

therefore, dominated by a large volume of commercial 

deposits from tech startups and VC firms. Critically, a 

vast majority—over 90%—of these deposits were above 

the $250,000 FDIC insurance limit . This meant its 

depositor  base  was  composed  of  sophisticated, 
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financially attuned corporate treasurers who were not 

passive savers but active cash managers. Furthermore, 

this depositor base was highly interconnected and 

networked, both professionally and through social media 

platforms like Twitter and private Slack channels. 

The seeds of SVB’s demise were sown during the low- 

interest-rate environment of 2020-2021. Flush with cash 

from a booming tech sector, the bank saw its deposits 

swell dramatically. It invested a significant portion of this 

cash into a large portfolio of long-duration, held-to- 

maturity (HTM) government bonds and MBS . This 

decision introduced a massive interest rate risk. When the 

Federal Reserve began aggressively hiking interest rates 

in 2022 to combat inflation, the market value of these 

bonds plummeted. Because they were classified as HTM, 

the bank did not have to mark these losses to market in 

its financial statements, so its regulatory capital ratios 

appeared healthy. However, the unrealized losses were 

enormous—exceeding its entire tangible equity . 

The bank was, in effect, economically insolvent, but the 

problem remained hidden on its balance sheet. The 

trigger that turned this solvency issue into a liquidity 

crisis was a cash crunch among its tech-startup clients. 

As the tech sector cooled and VC funding dried up in late 

2022 and early 2023, these companies began drawing 

down their deposits to meet payroll and operational 

expenses. This outflow of funds forced SVB to sell a 

portion of its devalued bond portfolio, thereby realizing a 

significant loss of nearly $2 billion . 

On March 8, 2023, SVB announced this loss and its plan 

to raise over $2 billion in new capital to plug the hole in 

its balance sheet. This announcement was intended to 

reassure the market, but it had the opposite effect. It 

alerted its sophisticated and networked depositor base to 

the severity of the bank's underlying problems. The VC 

community, including influential figures, began advising 

their portfolio companies to withdraw their funds from 

SVB immediately as a precautionary measure . 

What followed was a bank run of unprecedented speed. 

Enabled by digital banking platforms that allowed for 

massive transfers with a few clicks, and amplified by a 

firestorm of social media posts, group chats, and emails, 

the run was instantaneous and overwhelming. On 

Thursday, March 9, depositors attempted to withdraw an 

astonishing $42 billion—a quarter of the bank’s total 

deposits—in a single day . No bank in the world can 

withstand such a rapid and massive outflow. By the 

morning of March 10, SVB was fatally illiquid, and 

regulators stepped in to seize the institution. 

Connecting SVB to the Study's Findings: The SVB case 

offers a crucial modern addendum to the lessons from 

Lehman and speaks to the evolving nature of funding 

liquidity risk. 

• Deposit Stability is Not Guaranteed: SVB’s failure 

challenges the traditional assumption in liquidity 

modeling that commercial deposits are inherently 

"sticky" and stable. Our model includes deposit 

volatility, but SVB suggests that deposit 

concentration and the nature of the depositor (e.g., 

uninsured, sophisticated, networked) are equally 

critical risk factors that may not be fully captured by 

standard metrics. 

• Interaction of Risks: SVB is a textbook case of how 

interest rate risk (a market risk) can morph into a 

solvency concern, which in turn triggers a 

catastrophic funding liquidity crisis. This highlights 

the need for integrated risk management and for 

liquidity models to be stress-tested against scenarios 

originating in other risk stripes. 

• The Velocity of Risk: The sheer speed of SVB’s 

collapse is perhaps its most important lesson. The 

quarterly data used in our study and by regulators can 

miss the build-up of vulnerabilities that can lead to 

failure within a single business day. It underscores 

the potential need for higher-frequency monitoring of 

large deposit movements and social media sentiment 

as part of a modern liquidity risk management 

framework. 

While SVB’s regulatory LCR was technically compliant, 

the ratio failed to predict its vulnerability because its 

assumptions about deposit outflow rates in a stress 

scenario were completely overwhelmed by the reality of 

a digitally-enabled, concentrated run . This aligns with 

our study's motivation to move beyond single regulatory 

metrics toward a more holistic index, and suggests that 

future iterations of such an index should incorporate 

measures of depositor concentration and the proportion 

of uninsured deposits. 

Together, the cases of Lehman Brothers and Silicon 

Valley Bank serve as powerful bookends. Lehman 

represents the failure of the old system, brought down by 

complex securities and opaque institutional networks. 

SVB represents the failure of a new system, brought 

down by the brutal simplicity of interest rate risk and the 

transparent, hyper-efficient networks of the digital age. 

Both, however, succumbed to the same fundamental 

force: a crisis of confidence that led to a fatal funding run. 

They provide incontrovertible, real-world validation of 

this study's central conclusion—that no matter the source 
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of the initial shock, a firm’s inability to maintain the 

confidence of its funders is the ultimate arbiter of its 

survival. 

 

4.2. Theoretical Implications 

The findings of this study have several important 

theoretical implications. First, they lend strong empirical 

support to modern theories of financial fragility that 

emphasize the role of funding structure, such as the work 

of Diamond and Dybvig on bank runs and subsequent 

extensions that incorporate wholesale funding dynamics 

. Our results provide large-scale statistical evidence for 

the micro-foundations of these models. 

Second, this research challenges the primacy of capital 

adequacy in traditional models of bank failure. While 

capital is undeniably crucial for long-term solvency, our 

findings position funding liquidity as an equally 

important, if not more immediate, threat to an institution's 

survival. This suggests that theoretical models of 

financial stability should perhaps incorporate a more 

integrated, dual-constraint framework where both capital 

and liquidity act as binding constraints on a firm's 

viability . 

Finally, the study contributes to the literature on financial 

regulation. By demonstrating the persistent predictive 

power of liquidity risk metrics in the post-Basel III era, 

our findings suggest that while the new regulations may 

have improved the system's overall resilience, they have 

not eliminated the underlying risk . This implies that 

regulation may create a "floor" for liquidity, but firm- 

specific vulnerabilities above that floor remain a key 

determinant of outcomes. This nuance is an important 

contribution to the ongoing debate about the 

effectiveness and potential unintended consequences of 

macroprudential policy . 

 

4.3. Practical Implications 

Beyond its theoretical contributions, this study offers 

several actionable implications for practitioners and 

policymakers. 

For Risk Managers: The message is unequivocal: vigilant 

management of funding liquidity risk is a matter of 

survival. 

1. Enhanced Monitoring: Financial institutions should 

develop and monitor comprehensive liquidity risk 

dashboards that go beyond regulatory minimums, 

incorporating the types of metrics included in our 

$FLRI$.  Particular  attention  should  be  paid  to 

concentrations in funding sources and the stability of 

those sources under stress. 

2. Robust Stress Testing: Stress tests should not be a mere 

compliance exercise. They must incorporate severe, fast- 

moving funding shock scenarios, including the 

simultaneous loss of multiple wholesale funding 

channels and scenarios of rapid, digitally-fueled deposit 

outflows. 

3. Strategic Funding Planning: Management should 

strategically aim to diversify funding sources and 

increase the proportion of stable, long-term liabilities, 

even if it entails a higher cost of funds. The long-term 

benefit of resilience far outweighs the short-term impact 

on net interest margin. 

For Regulators and Policymakers: 

1. Dynamic Supervision: While standardized ratios like 

the LCR and NSFR are useful, supervisors should 

supplement them with more dynamic and firm-specific 

assessments of liquidity risk. This could include a greater 

focus on the composition of wholesale funding, depositor 

concentration, and the credibility of contingency funding 

plans. 

2. System-Wide Monitoring: Regulators should monitor 

the build-up of correlated funding risks across the system. 

If many institutions become reliant on the same type of 

short-term funding, it creates a systemic vulnerability 

that could be a trigger for the next crisis. 

3. Resolution Planning: The findings underscore the 

speed at which liquidity crises can unfold. This reinforces 

the need for credible and rapidly deployable resolution 

mechanisms that can manage the failure of an institution 

without causing systemic disruption. 

 

4.4. Limitations of the Study 

While this study makes a significant contribution, it is 

important to acknowledge its limitations. First, the 

construction of the Funding Liquidity Risk Index 

involves a degree of subjectivity in the selection and 

weighting of its components. Although our choices were 

grounded in financial theory and tested for robustness, 

alternative specifications could yield different results. 

Second, the study relies on publicly available quarterly 

financial data. This data may not fully capture the rapid 

intra-quarter fluctuations in liquidity positions that can 

precipitate a crisis, a limitation made starkly clear by the 

SVB case. High-frequency data, if available, could 

provide a more granular view of risk. 

Third, our model is a statistical model and cannot fully 
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capture the idiosyncratic, qualitative factors that may 

contribute to a firm's failure, such as poor management, 

fraud, or a sudden loss of reputation due to a scandal. 

These factors represent unobserved heterogeneity that 

can affect outcomes. 

Finally, the generalizability of the findings may be 

limited to the specific jurisdiction and time period 

studied. The structure of financial systems and regulatory 

environments varies across countries, which could alter 

the dynamics of funding liquidity risk. 

 

4.5. Avenues for Future Research 

The limitations of this study naturally point toward 

several promising avenues for future research. 

1. Incorporating Machine Learning: Future studies could 

apply machine learning algorithms to bank failure 

prediction. Techniques like random forests or gradient 

boosting might be able to identify complex, non-linear 

relationships between liquidity indicators and failure that 

are not captured by traditional econometric models. 

2. Qualitative Analysis: A valuable extension would be to 

complement this quantitative study with qualitative case 

studies of failed institutions. Interviews with former 

executives and regulators could provide rich, contextual 

insights into the decision-making processes and 

organizational failures that led to the liquidity crisis. 

3. The Impact of FinTech and Digital Currencies: The 

financial landscape is being transformed by financial 

technology (FinTech) and the emergence of digital 

currencies. Future research should investigate how these 

innovations are altering the nature of funding liquidity 

risk, for instance, through the rise of digital bank runs or 

the use of decentralized finance (DeFi) protocols for 

funding. 

4. International Comparative Studies: Replicating this 

study's methodology across different countries with 

varying regulatory regimes would be a valuable exercise 

to test the external validity of the findings and understand 

how institutional context mediates the impact of liquidity 

risk. 

 

4.6. Conclusion 

This study set out to empirically investigate the 

association between funding liquidity risk and the 

business discontinuity of financial institutions. Through 

a rigorous analysis of a large longitudinal dataset, we 

have demonstrated that funding liquidity risk is a 

powerful and statistically significant predictor of failure, 

even in the post-2008 regulatory environment. Our 

composite risk index, which captures multiple dimensions 

of an institution's funding structure and liquid asset 

buffers, consistently outperforms individual metrics and 

retains its predictive power after controlling for solvency, 

profitability, and other key variables. 

The findings carry a stark warning for the financial 

industry: capital is necessary, but illiquidity can be a 

sufficient condition for failure. In an interconnected 

financial world where confidence can vanish in an instant, 

the stability of an institution's funding is a non-negotiable 

prerequisite for survival. For managers, this requires a 

strategic commitment to resilience over short-term 

returns, emphasizing proactive liquidity planning, 

diversified funding sources, and transparent risk 

communication. For regulators, it demands a continued 

focus on dynamic supervision and a system-wide 

perspective on funding markets to prevent contagion and 

systemic fragility. 

Ultimately, while the future will undoubtedly bring new 

challenges and sources of risk, the fundamental lesson 

reinforced by this research remains timeless and urgent: 

the effective management of liquidity is not merely a 

technical exercise but a cornerstone of institutional 

longevity and financial stability. A failure to manage 

liquidity, as history repeatedly shows, is a failure to 

manage at all. 
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