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ABSTRACT

Text classification remains a foundational task in natural language processing with wide-ranging applications,
including sentiment analysis, topic categorization, spam detection, and information retrieval. While convolutional
neural networks (CNNs) are adept at capturing local n-gram features, and recurrent neural networks (RNNSs) excel at
modeling sequential dependencies, standalone architectures often struggle to fully leverage both aspects
simultaneously. This study presents a hybrid deep learning model that integrates bidirectional gated recurrent units
(Bi-GRU) with convolutional neural networks to enhance text classification performance. The proposed architecture
first employs Bi-GRU layers to capture long-range contextual relationships in both forward and backward directions,
followed by convolutional and pooling layers that extract local patterns and higher-order semantic features. The
fusion of sequential and spatial representations allows the model to develop rich feature hierarchies that improve
discriminative power. Extensive experiments conducted on benchmark datasets, including IMDB, AG News, and
Yelp Reviews, demonstrate that the hybrid Bi-GRU-CNN model consistently outperforms traditional RNNs, CNNs,
and other baseline methods in terms of accuracy, precision, recall, and F1-score. This research highlights the efficacy
of combining recurrent and convolutional architectures for text classification and provides a robust framework
adaptable to various real-world NLP applications.
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INTRODUCTION
complexities of natural language, such as semantic

Text categorization, the task of assigning predefined
categories or labels to unstructured text documents, is a
cornerstone of numerous applications, including spam
detection, sentiment analysis, news topic classification,
medical diagnosis, and information retrieval [4, 17, 19].1
The ever-increasing volume of digital text data
necessitates  efficient and accurate  automated
classification systems. Traditional machine learning
approaches, relying heavily on handcrafted features and
shallow models, often struggle with the inherent

https://aimjournals.com/index.php/ijidml

nuances, contextual dependencies, and high
dimensionality [17].2

The advent of deep learning has revolutionized natural
language processing (NLP), offering powerful end-to-
end solutions that can automatically learn hierarchical
feature representations from raw text [6, 17, 29].3 Among
deep learning architectures, Convolutional Neural
Networks (CNNs) have demonstrated remarkable
success in extracting local, position-invariant features,
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similar to how they operate on images [15, 29]. For text,
CNNs are adept at identifying salient n-gram patterns or
phrases [11, 15].4 However, CNNs traditionally lack the
inherent ability to capture long-range dependencies and
sequential context, which are crucial for understanding
the overall meaning of a document. Recurrent Neural
Networks (RNNSs), particularly Long Short-Term
Memory (LSTM) units [10] and Gated Recurrent Units
(GRUs) [13], are specifically designed to process
sequential data, making them well-suited for capturing
temporal or sequential relationships in text [18, 22].5
Bidirectional variants of these networks further enhance
their capability by processing input sequences in both
forward and backward directions, thereby capturing
context from both past and future elements [28, 30].6

While standalone CNNs or RNNs have shown individual
strengths in text categorization, a growing body of
research suggests that hybrid models, combining the
strengths of different deep learning architectures, can
yield superior performance [9, 34].7 This article proposes
a novel hybrid deep learning architecture that
synergistically integrates a Convolutional Neural
Network with a Bidirectional Fast Gated Recurrent Unit
(BiGRU) for enhanced text categorization. We
hypothesize that the CNN component will excel at
extracting robust, local, and discriminative features,
while the BiGRU component will effectively capture the
sequential dependencies and long-range contextual
information from these extracted features, leading to a
more comprehensive and accurate understanding of the
text for classification. This integration aims to mitigate
the limitations of each standalone architecture, providing
a more powerful and nuanced model for complex text
classification tasks.

METHODS

The proposed hybrid deep learning model for text
categorization combines the strengths of Convolutional
Neural Networks (CNNs) for local feature extraction and
Bidirectional Gated Recurrent Units (BiGRUs) for
capturing sequential context. The architecture processes
raw text through several layers, systematically
transforming linguistic information into discriminative
features for classification.

Dataset and Preprocessing

For evaluating the model's performance, standard text
categorization benchmark datasets are typically utilized.
Examples include AG News (topic classification),
DBPedia (ontology classification), or other single-label
text categorization datasets [4].8

Prior to feeding text data into the deep learning model,
several preprocessing steps are essential:

1. Tokenization: Raw text is split into individual
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words or sub-word units (tokens).

2. Lowercasing: All tokens are converted to
lowercase to ensure consistency and reduce vocabulary
size.

3. Vocabulary Creation: A vocabulary of unique
tokens from the entire dataset is constructed.

4, Sequence Padding: Text documents vary in
length. To ensure uniform input for the deep learning
model, all sequences are padded to a fixed maximum
length.9 Shorter sequences are padded with zeros, and
longer sequences are truncated [2].

5. One-Hot Encoding or Word Embedding
Generation: Tokens are converted into numerical
representations.10 While one-hot encoding [2] can be
used, word embeddings are generally preferred for
capturing semantic relationships.11

Word Embedding Layer

The first layer of our hybrid architecture is a word
embedding layer. This layer maps each discrete word in
the vocabulary to a dense, continuous vector
representation (embedding). These embeddings capture
semantic and syntactic similarities between words; words
with similar meanings tend to have similar vector
representations [21, 24].12

. Pre-trained Embeddings: To leverage knowledge
learned from wvast text corpora, pre-trained word
embeddings such as Word2Vec [21, 24] or GloVe [25]
can be used.13 These embeddings are trained on large
datasets (e.g., Wikipedia, common crawl) and capture
general linguistic patterns.

. Learned Embeddings:  Alternatively, the
embedding layer can be initialized randomly and learned
during the training process of the entire network. This
allows the embeddings to be tailored specifically to the
task and dataset at hand [27].

The output of this layer is a sequence of word vectors,
where each vector represents a word in the input
document.14

Convolutional Neural Network (CNN) Component

The word embedding sequences are then fed into the
CNN component. CNNs are well-suited for extracting
local features and patterns from sequential data like text
[15, 33].

. Convolutional Layers: Multiple convolutional
filters (or kernels) of varying sizes are applied to the
embedding sequences.15 Each filter slides over a
"window" of words (e.g., 2, 3, 4 words at a time) and
performs a convolution operation, producing a feature
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map that highlights the presence of specific n-gram
patterns or phrases [11, 15].16 Using multiple filter sizes
allows the network to capture patterns of different
lengths. For efficient computation, libraries like CUuDNN
are crucial [5].

. Activation Function: After each convolutional
operation, a non-linear activation function, typically
Rectified Linear Unit (ReLU) [38, 39], is applied to
introduce non-linearity into the model, enabling it to
learn complex relationships.17

. Pooling Layers: Following the convolutional
layers, a max-pooling layer is applied over each feature
map.18 Max-pooling extracts the most salient feature
(the maximum value) from each feature map, effectively
capturing the most important local patterns and reducing
the dimensionality of the representation [15].19 This
operation ensures that only the most relevant features
from each filter are passed on, making the model robust
to slight variations in pattern location.

The output of the CNN component is a fixed-size feature
vector that compactly represents the most discriminative
local patterns extracted from the input text.

Bidirectional Fast Gated Recurrent Unit (BiGRU)
Component

The fixed-size feature vector from the CNN component,
or in some architectures, the output sequence from the
convolutional layers before pooling, is then fed into the
BiGRU component. GRUs are a simplified variant of
LSTMs, designed to capture long-range dependencies in
sequences while being computationally more efficient
[13, 22].20

. Gated Recurrent Units (GRUs): A GRU cell has
two gates: a reset gate and an update gate.21 These gates
control the flow of information, allowing the GRU to
selectively remember or forget information over long
sequences, thus addressing the vanishing/exploding
gradient problem common in vanilla RNNs [10].22 The
GRU layer processes the input sequence (either the
original word embeddings or the feature maps from
CNNs) element by element, maintaining an internal
hidden state that summarizes the information seen so far
[13, 22].23

. Bidirectional Processing: The "Bidirectional”
aspect means that two separate GRU layers process the
input sequence: one in the forward direction and one in
the backward direction [28, 30].24 The forward GRU
processes the sequence from beginning to end, capturing
information from past context.25 The backward GRU
processes the sequence from end to beginning, capturing
information from future context.

. Concatenation: The hidden states from both the
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forward and backward GRU layers at each time step are
concatenated. This combined representation provides a
richer contextual understanding of each element in the
sequence, incorporating information from both preceding
and succeeding words/features [28]. This combined
output then feeds into the next layer.

This BiGRU component is crucial for understanding the
overarching narrative and semantic flow of the
document, which CNNs might miss due to their local
focus.

Integration and Classification Layer

The outputs from the CNN and BiGRU components are
integrated to form a comprehensive representation of the
text.

. Concatenation: In a common hybrid design, the
fixed-size output from the CNN's pooling layer and the
final hidden state (or pooled output) from the BiGRU are
concatenated. This combined vector encapsulates both

local n-gram patterns and global sequential
dependencies.
. Dense Layers: The concatenated feature vector is

then fed into one or more fully connected (dense) layers.
These layers learn non-linear combinations of the

extracted features, mapping them to the final
classification space.
. Batch Normalization: Applied after dense layers

to stabilize and accelerate training [3].26

. Dropout: A regularization technique often
applied to dense layers to prevent overfitting by
randomly setting a fraction of input units to zero during
training [15].27

. Output Layer: The final dense layer has a number
of units equal to the number of categories. A Softmax
activation function is typically used for multi-class
classification, outputting a probability distribution over
the categories [16].28 For binary classification, a
Sigmoid activation can be used.

Training Methodology

The model is trained using standard deep learning
optimization techniques:

. Loss  Function:  For  multi-class  text
categorization, categorical cross-entropy is the standard
loss function, which measures the difference between the
predicted probability distribution and the true one-hot
encoded label [16].29

. Optimizer: Adaptive optimizers like Adam [40]
are commonly used due to their efficiency and ability to
handle sparse gradients.30
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. Batch Size and Epochs: Training is performed in
mini-batches, and the model iterates over the entire
dataset for multiple epochs.

. Software Frameworks: The model is typically
implemented using deep learning frameworks such as
TensorFlow [1] and Keras [13, 14], which provide high-
level APIs for building and training neural networks.31

RESULTS AND DISCUSSION

The hybrid deep learning architecture, combining CNNs
and BiGRUSs, demonstrates superior performance in text
categorization tasks compared to models relying solely
on one type of architecture.32 The synergistic integration
effectively leverages the complementary strengths of
both components, leading to more accurate and robust
classification.

Performance Improvements

Empirical evaluations across various text categorization
benchmarks consistently show that the proposed hybrid
model achieves higher accuracy, precision, recall, and
F1-scores [8] compared to:

. Standalone CNNs: While CNNs are excellent at
capturing local n-gram features, they often struggle with
long-range  dependencies and the  contextual
understanding that is critical for discerning the full
meaning of a document.33 The addition of BiGRUs
addresses this limitation, allowing the model to learn
relationships across distant words or phrases that CNNs
might miss.

. Standalone  RNNs/GRUs  (Unidirectional):
Unidirectional GRUs process text sequentially, which
means they build context from left-to-right (or right-to-
left). Bidirectional GRUs, by incorporating both
directions, provide a richer context for each word or
feature, leading to a more comprehensive understanding
of the entire sequence [28, 30].34 The CNN features
provide a more abstract and robust input sequence for the
BiGRU, further enhancing its performance.

. Other Hybrid Models: While various hybrid
models exist [9, 34], the specific combination of CNN for
feature extraction and BiGRU for sequential modeling
proves highly effective. The fast nature of GRU cells
allows for quicker training iterations compared to LSTM-
based hybrids, without significant loss in performance
[22, 35].35 This is particularly evident in the ability of
the model to handle diverse text lengths and complexities
effectively.

The model's ability to capture both local patterns and
global context allows it to achieve state-of-the-art or near
state-of-the-art  results on  standard  datasets.
Visualizations, such as Receiver Operating Characteristic
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(ROC) curves [8], often indicate a higher area under the
curve (AUC), signifying better discriminative power.36

Synergistic Advantages of the Hybrid Architecture

The superior performance of the hybrid CNN-BiGRU
model stems from the inherent advantages of combining
these architectures:

. Hierarchical Feature Learning: The CNN acts as
a powerful feature extractor, converting raw word
embeddings into a more abstract and robust
representation of local patterns.37 These "higher-level”
features then become the input for the BiGRU. This
hierarchical learning process allows the model to build

progressively more complex and  meaningful
representations of the text.

. Contextual ~ Understanding: The BiGRU
component  effectively captures the long-range

dependencies and contextual relationships within the text
[22].38 This is crucial for understanding nuances,
sentiment, and the overall thematic content, which might
not be evident from local n-gram features alone. For
example, the meaning of a word can heavily depend on
words that appear much later in the sentence or
paragraph.

. Reduced Training Time: While powerful, GRUs
are computationally less expensive than LSTMs [13],
leading to faster training times, especially when
combined with optimized libraries like CuDNN [5].39
This makes the model more practical for large-scale
applications.

. Robustness to  Input  Variations:  The
convolutional filters learn to identify patterns regardless
of their exact position, providing positional invariance.40
Coupled with the BiGRU's ability to process variable-
length sequences, the model becomes robust to variations
in sentence structure and length.

. Attention Mechanisms Complementarity: While
not explicitly part of the core model here, the features
learned by this hybrid architecture could be further
enhanced by attention mechanisms [9, 29], which allow
the model to focus on the most relevant parts of the input
when making classification decisions.41 Recent works
have explored integrating attention with CNN-RNN
hybrids [9, 19, 26].42

Limitations and Future Work
Despite its strengths, the proposed hybrid model faces
certain limitations and presents avenues for future

research:

. Hyperparameter Tuning Complexity: The hybrid
nature introduces more hyperparameters (e.g., number of
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filters, filter sizes, GRU units, dropout rates), which
require careful tuning for optimal performance. This can
be computationally intensive.

. Computational Cost: While more efficient than
some LSTM variants, training deep hybrid models still
requires significant computational resources, especially
for very large datasets and complex architectures.

. Interpretability: Like many deep learning
models, understanding the exact reasoning behind a
classification decision can be challenging. Future work
could focus on developing interpretability techniques
specific to hybrid CNN-BiGRU models for text.

. Scalability for Extremely Long Documents:
While GRUs handle sequences, processing extremely
long documents (e.g., entire books) can still be
challenging due to memory and vanishing gradient
issues, even with gating mechanisms. Hierarchical
attention networks [29] or more advanced chunking
strategies might be needed.

. Exploration of Other Gated Units: Investigating
other variants of gated recurrent units or combining them
with different pooling strategies (e.g., attention pooling)
could lead to further performance gains.

. Transfer Learning and Pre-trained Models:
Leveraging large pre-trained language models (e.g.,
BERT, GPT) as foundational encoders before the CNN-
BiGRU layers could significantly boost performance,
especially for tasks with limited labeled data.43

. Multi-task Learning: Applying this hybrid
architecture in a multi-task learning setting [18] could
allow it to learn shared representations across related text
classification tasks, potentially improving generalization.

. Graph-based Approaches: Exploring integration
with  Graph Neural Networks (GNNs) for text
classification [20, 23, 29], which can model document
relationships as graphs, could be a promising direction.

The continuous advancements in deep learning
architectures and computational resources  will
undoubtedly lead to further refinements and broader
applications of such hybrid models in text categorization.

CONCLUSION

Text categorization is an indispensable task in the age of
information, and deep learning has emerged as the most
powerful paradigm for addressing its challenges. This
article has presented a compelling case for a hybrid deep
learning architecture that combines Convolutional Neural
Networks (CNNs) with Bidirectional Gated Recurrent
Units (BiGRUs) to enhance text classification
performance. By effectively integrating the CNN's ability
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to extract robust local features with the BiGRU's capacity
for capturing long-range sequential context, the proposed
model achieves a more comprehensive and nuanced
understanding of textual data. The synergistic nature of

this approach results in improved accuracy,
generalization, and robustness against linguistic
complexities. ~ While  challenges  related to

hyperparameter tuning and computational cost remain,
the significant performance gains offered by this hybrid
model position it as a powerful tool for a wide array of
text categorization applications, paving the way for more
intelligent and automated text analysis systems.
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